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Abstract

The application of the interactive grid generation system MegaCads for transport
aircraft configurations in cruise and high-lift flight conditions is presented. Navier-
Stokes and Euler calculations are compared to windtunnel data. In addition the pos-
sibility to use the batch version of MegaCads for the optimization of multi-element
airfoils is described.

Introduction

One key aspect of numerical acrodynamics in aircraft design is the accurate compu-
tation of pressure distributions and the lift and drag coefficients. These important
values have to be predicted with an error of less than 2% for the complete flight
envelope, compared to windtunnel measurements. This accuracy can be reached
using structured grids of high quality and two-equation turbulence models.

Dilficulties arise from the fact that turbulence modeling may not be sufficient for
many industrial applications and from a lack of robustness for complex configura-
tions. Furthermore, the generation of multiblock structured grids for high Reynolds-
number flows and configurations with high-lift devices require a lot of expertise to
ensure that discretisation errors can be kept at a minimum. For industrial applications
itis also of great importance to validate the CFD software for different configura-
tions and flow conditions so that results for new designs can be trusted.

In 1996 the DLR, Daimler-Benz Acrospace Airbus and the universities of Braun-
schweig, Berlin, Miinchen and Darmstadt started the project MEGAFLOW [1]. It
has the objective to develop a reliable, efficient software system with high quality
standards for the aerodynamic simulation of aircrafts in cruise and take-off / land-
ing configuration. The project is supported by the German Ministry for Education,
Science, Research and Technology (BMBF). The software system consists of the
(Tow solver FLOWer and the grid generation system MegaCads [2,3]. For the vali-
dation of the MEGAFLOW system detailed results from windtunnel experiments
arc available for transport aircraft configurations in cruise and high-lift conditions.
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Development of MegaCads

McgaCads is an interactive as well as an non-interactive system for the parametric
veneration of structured multiblock grids. Compared to the version which was pre-
sented in 1996, significant enhancements have been introduced. New functions for
the creation of grids, an extension of the data structure and a modified graphical
user interface are the key advantages of the current release.

An clliptic smoothing algorithm with an advanced control of the source terms [4]
and a biharmonic technique with multigrid acceleration [5] have been integrated to
olfer a simplificd control of the grid quality. Using so called ,,offset functions™ grid
blocks close to the contour of the gecometry can be defined to fill boundary layers.
Other functions, e.g. surface/surface intersection, have been improved concerning
their robustness and accuracy. Another important development is the implementa-
tion of a simplificd ,,Grid Topology Model** [6,7] which cnables the user to make
use of the growing block topology while generating the grid. Point distributions on
cdges can be propagated with respect to the arclength of corresponding edges.
Faces, consisting of four edges, and blocks, consisting of six faces, can be detected
and generated automatically for non degenerated cases.

In agreement with different users the graphical user interface has been completely
revised. Graphice functionality is extended and supports OpenGL. The number of
dialog boxes has been reduced significantly to use the drawing arca more cffi-
ciently. Figure I gives an impression of the current design.

Another important feature that is finished is the non-interactive mode of MegaC-
ads. This mode can be used on Unix workstations as well as on high performance
computers like CRAY/SGI and NEC-SX. The user can easily select between the
(wo modes during the configuration of the software. MegaCads can now be used in
a close coupling with flow solvers to perform automatic grid generation in an itera-
tion process for design and optimization purposcs.

Aerodynamic Applications

In the following all grids presented have been generated with MegaCads. The flow
solutions have been obtained using the FLOWer software. This code solves the
compressible, three-dimensional Reynolds-averaged Navier-Stokes equations with
a cell vertex finite volume approach. It is derived from the DLR CEVCATS code
[8] and includes algebraic and low-Reynoldsnumber two-equation turbulence mod-
els.

DLR-F6 Aircraft Configuration

The DLR-F6 windtunnel model is a generic twin engine aircraft configuration for
transonic flight conditions. It has CFMS56 like through-flow nacelles and is used for
the study of engine-airframe interference phenomena for different types of engines
and pylons. The design Mach number is M= 0.785 at C;_ = 0.5. The position of the
nacelles is defined so that strong interference effects can be recognized. Since 1992
experimental and numerical investigations concerning different engine sizes and
positions have been performed together with ONERA [9,10]. In the past, calcula-



tions were restricted to Euler and Navier-Stokes calculations resolving the wing
boundary layer only because of the limitations of our ,,batch* grid generation sys-
tem|[11].

Grid Generation

The resolution of the boundary layers can be done adequately using C-topologies in
streamwise and O-topologies in spanwise direction. The fuselage, the wing and the
pylon arc included in these C-O blocks. For the through flow nacelle a circumferen-
tial C-grid is used. The inner part ol the nacelle is filled with an H-type grid. The
witkes of all components are extended to the end of the far ficld outflow boundary.
All C-O blocks are included in a H-O topology which defines the far field bound-
ary. Figure 2 gives an overview ol the coarse surface grid and sclected planes. A
difficult part of the block edge definition process occurs at the intersections of the
C-0 blocks at the nacelle-pylon-wing connection. Figure 3 shows surface grids and
planes of the C-grids lor the nacelle, the pylon and the wing. The user has to ensure
that all blocks fit well together and that cell spacings and angles do not vary signif-
icantly at the block interfaces. Otherwise discretization errors increase. Another
challenging detail can be found on the bottom of the pylon. Due to the fact that the
pylon extends behind the nacelle, a block fillet has been defined with a shape like a
wedge with a rhombus at one side. Figure 4 shows this block.

Usually a Navier-Stokes grid is generated in two steps. First all blocks are defined
with a point distribution suitable for Euler calculations. Next the distributions arc
adapted by the user to fill the boundary layers. For small grids this can be done
quickly by changing the variables for the grid density in the MegaCads script file
and performing a restart of the grid generation process. A point insertion technique
is also available to transform Euler into Navier-Stokes grids semi-automatically.
For this «vud both methods have been used. The current vud consists of 55 blocks
with 3.2:10° cells. The wing surface is discretized by 68 cells i in streamwise and 92
in spanwise direction. All spacings are a percentage of the chord length of the wing
root section. The spacing at the leading and trajling edges are 0.5%. The first spac-
ing normal to the wing is approximately 1-10° 750 (hd[ ayt between 1.5 and 4 can
be computed.

Computational and Experimental Results

Computational and cxperimental data will be compared for M. = 0.75, oo = 1.0° and
Re = 3-10° because quite strong interference effects occur on the wing lower side
close to the pylon. All computations have been performed using the Baldwin-
Lomax turbulence model. Figure 5 shows the pressure distribution at a wing section
inboard of the pylon and the polar. The difference in drag for this grid density is
approximately 5% [12].

DLR-ALVAST High-Lift Configuration
The DLR-ALVAST fuselage and wing design is very similar to DLR-F6. The wing

has an additional slat along the full wing span and a Fowler flap. The flap is sepa-
rated into an inboard and outboard part. Due to the step-by-step approach in the



MEGAFLOW project the validation of the high-lift configuration is started without
an engine and pylon. Figure 6 gives an impression of the geometry.

Grid Generation

The application ot C-grids for slat, wing and flaps is more difficult than for a con-
figuration in cruise flight condition, when all wakes were extended to the outflow
farficld boundary. Another point to mention is, that the large amount of wake cells
is not necessary. Theretore a topology in streamwise direction was chosen, where
all elements are supplied with small wake blocks, since the configuration has blunt
trailing edges. The tlap together with its wake block is then surrounded with an O-
arid. In case of the other elements slat and wing, the wake-blocks are bent and end
either on the contour or they are extended to the lower farfield boundary. Figures 8
and 9 present parts of the grid for the slat and tlap region.

To keep the amount of grid generation processes small, the MegaCads script-sub-
routine technique has been used to generate local grids at different spanwise sta-
tions around flap, wing and slat sections. Sections without a flap were filled with
volume grids having a virtual flap surface geometry. Therefore nearly the same
subroutine was applied to all spanwise flap sections. After the generation of local
2d grids around the complex parts of the geometry by using subroutines, 3d volume
arids are generated using transfinite interpolation which enclose all parts of the
wing. Beside the wing tip volume grids are generated by a simple extrusion tech-
nique. At that state of work the further amount of grid generation reduces to the
problem of tilling the volume around a wing-body configuration with an infinite
wing. Here a standard C-O topology can be applied. The current grid tor Euler
computations consists ot 53 blocks and 3.3-10” grid cells. The grid for Navier-Sto-
kes computations has 7.6-10° arid cells and was generated by simply changing
script variables which control the cell spacing and number of cells normal to the
surface of ecach component.

Computational and Experimental Results

Figure 9 shows the comparison of the pressure distribution for the take-oft flow
conditions M = 0.22, ot = 12.03° at | = 0.265. The main features of the flow can
be computed using the Euler mode of FLOWer. Due to the fact that viscous effects
are not considered, the differences are clearly visible.

Optimization of 2D High-Lift Devices

In addition to the aecrodynamic analysis of existing configurations it is of increasing
importance to design and optimize new geometries. Therefore a geometry modeler,
a grid generator, a flow solver and an optimizer have to be connected closely to
form an optimization system. All components of the system have to work in an effi-
cient and robust way to ensure that optimization cycles run automatically. Because
the complete grid generation process interactively defined with MegaCads is stored
in a script file, it is possible to use it for an automatic grid generation if the geome-
try changes. A first application of the system is the minimization of the drag coeffi-
cient at constant lift for a 3-element high-lift airfoil (NHLP L1T2).



The topology is designed to handle flaps and slats. Although the grid generation
process ofters high flexibility, some constraints are necessary for the deflections
hecause block connections and point mappings cannot be changed during the opti-
mization process. The reason is, that the topology information of the flow solver is
lixed during the solution process. To retain grid quality, the partial extended posi-
tions of the moving clements arc limited by the increasing spacing on the down-
strcam element. The full extended positions are constrained by large cell aspect
ratios in the clement coves. Previous investigations have shown that these limits are
not reached during the optimization process. Figure 10 shows the grid and the pos-
sible range of the flap movement.

Although the grid is smoothed with an elliptic technique at cach optimization cycle,
the time needed for grid generation is less than 0.2% of the overall solution time.

Conclusions

The current status of development of the grid generation system MegaCads and the
flow solver FLOWer allows to compute the acrodynamic of aircraft configurations
in cruisc and high-lift flight conditions. The accuracy for the prediction of drag still
has to be improved. Suitable structured grids can be generated. The objective to
repeat the grid generation process automatically for design and optimization pur-
poses has been demonstrated for a multi-element airfoil.

It is still necessary to speed up the time-consuming process to generate high quality
Navier-Stokes grids for new configurations. In addition, future developments will
also focus on the enhancement of the robustness of MegaCads for three-dimen-
sional optimization. The validation of the MEGAFLOW system will be continued
with a strong focus on the application of a k- turbulence model.
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Figures

Figure |: Redesigned MegaCads graphical user interface



Figure 2: DLR-F6 Navier-Stokes grid (coarse), C-O grids, embedded in H-O grids

Figure 3: DLR-F6 Navier-Stokes C-O grids (coarse) at the wing, pylon and nacelle
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Figure 5: DLR-F6, comparison of numerical and experimental results
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Figure 6: DLR-ALVAST high-lift configuration
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Figure 7: DLR-ALVAST Navier-Stokes

Figure 8: DLR-ALVAST Navier-Stokes grid (coarse), flap region
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Figure 9: DLR-ALVAST, comparison of numerical (Euler) and exp. results
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Figure 10: Multi-element airfoil grid (coarse),
Variation of the grid during the optimization process





